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A B S T R A C T   

Depression is a common and very important health issue with serious effects in the daily life of people. Recently, 
several researchers have explored the analysis of user-generated data in social media to detect and diagnose signs 
of this mental disorder in individuals. In this regard, we tackled the depression detection task in social media 
considering the idea that terms located in phrases exposing personal statements (i.e., phrases characterized by 
the use of singular first person pronouns) have a special value for revealing signs of depression. First, we assessed 
the value of the personal statements for depression detection in social media. Second, we adapted an automatic 
approach that emphasizes the personal statements by means of a feature selection method and a term weighting 
scheme. Finally, we addressed the task in hand as an early detection problem, where the aim is to detect traces of 
depression with as much anticipation as possible. For evaluating these ideas, benchmark Reddit data for 
depression detection was used. The obtained results indicate that the personal statements have high relevance for 
revealing traces of depression. Furthermore, the results on early scenarios demonstrated that the proposed 
approach achieves high competitiveness compared with state-of-the-art methods, while maintaining its 
simplicity and interpretability.   

1. Introduction 

Depression is one of the most common mental health illnesses that 
affects seriously the daily life of people. It can produce a variety of 
emotional and physical problems that can diminish the activities of an 
individual provoking negative effects on her/his surrounding personal 
context, work [1] or school [2], and even basic human needs such as 
sleeping [3] and eating [4]. Severe cases can lead to self-harm and 
suicide [5]. Although fortunately, depression is a treatable disorder, it is 
often undetected due to several reasons such as the patient's own 
inability to recognise the problem or because of the social stigma asso
ciated with mental illnesses. Recently, the rise in the use of social media 
has opened new opportunities for detecting depression [6–8]. In these 
platforms, people freely share and express their thoughts and feelings. 
Furthermore, often these media are used by depressed users to gather 
information about their illness or to discuss about their problems and 

symptoms. 
Based on the idea that language is a powerful indicator of person

ality, social or emotional status, as well as mental health [9], several 
research works have leveraged the content generated by social media 
users as a rich source of knowledge to study, infer, and track users with 
mental illnesses such as depression. Particularly, it has been demon
strated that individuals having depression manifest changes in their 
language and behaviour (e.g., greater negative emotion and high self- 
attentional focus) [10]. In this regard, the development of methods for 
automatic depression detection on social media has gained a special 
interest in the computational linguistics research community. Such a 
challenging task has been generally tackled as a text classification 
problem, considering a wide variety of text representations and classi
fication models, and concluding that the thematic and stylistic aspects 
are different between depressed and mental healthy people [11]. 
However, little has been studied about the relationship of information 
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exposed by the use of self-references with the expression of depression. 
From the psychological perspective, the relative frequency of sin

gular first-person pronouns in naturally spoken language helps to pre
dict depressive symptoms. For example, some studies indicate that self- 
references are more frequent in depressed people than in those never- 
depressed [12–14]. Some theories also suggest that high self-focused 
attention can reveal signs of the depression disorder [15,16]. Besides, 
in the literature, some computational methods have observed a high 
frequency of first-person pronouns in texts generated by depressed 
people [17–20]. However, to the best of our knowledge, no other author 
has studied the value of the pronouns' contexts for the depression 
detection. In this regard, we are interested in investigating whether or 
not the personal statements, i.e., information present in phrases with a 
singular first-person pronoun (we also refer to it as personal information), 
concentrates keywords revealing the users' mental status. 

Supported on these psychological findings and on some previous 
works showing that personal information helps to determine users traits 
such as their gender and age [21,22], we hypothesize that when users 
share personal information they tend to use words that could become 
potential clues to reveal mental health disorders such as depression. 
Particularly, we believe that in personal statements similar thematic 
interests are shared by people with the same disorder, being different 
from healthy people. For example, the next phrase, a personal statement, 
written by a user diagnosed with depression concentrates terms highly 
related to this domain: “I am prescribed medication to treat my 
depression. I cannot calm my anxiety”. On the other hand, we believe 
that emphasizing the value of these words by feature selection and term 
weighting techniques could help to distinguish adequately depressed 
from non-depressed people. Furthermore, with these ideas in mind, we 
also faced the early depression detection problem, where the goal is to 
identify, as soon as possible, users who show signs of depression. The 
early detection increases the chances for appropriate treatment as 
quickly as possible. In this regard, we consider that, unlike techniques 
based on the frequency of terms, the proposed approach allows us to pay 
special attention to frequent terms in the personal contexts of the au
thors, favoring the early detection of this disorder. 

In summary, the contributions of this paper are as follows. First, the 
assessment of the relevance of the personal statements for depression 
detection. Second, the adaption of a feature selection method and a term 
weighting scheme that automatically extract and emphasize this kind of 
information for the task of depression detection. It is worth noting that, 
unlike most previous methods dealing with this task, the proposed 
approach allows pointing out the most salient terms found in texts 
written by depressed users as well as interpreting the obtained results in 
terms of classification. These interpretability qualities are crucial 
considering that one of the purposes of developing such kind of ap
proaches is to bring the specialists with tools for supporting their diag
nosis. Third, the definition of a setting for tackling early depression 
detection. Supported on a set of words automatically extracted from the 
personal statements of social media users, we propose a heuristic to 
identify those suffering from depression as early as possible. 

The rest of this paper is organized as follows. Section 2 provides a 
review of related work on depression detection on social media and 
early risk detection. Section 3 describes a study about the relevance of 
personal statements in depression detection. Section 4 presents the 
proposed approach for depression detection. Section 5 reports the ex
periments and results. Finally, Section 6 points out our conclusions and 
future work. 

2. Related work 

Data gathered from social media have been used for analyzing topics 
related to public health. Several health conditions (such as allergies, 
migraine, obesity, among others) have been analyzed by considering 
Twitter data [23]. Computational linguistics methods have been also 
applied to study mental illnesses such as attention deficit hyperactivity 

disorder, generalized anxiety disorder [24], schizophrenia [25], post-trau
matic stress disorder [11], postpartum depression [26], risks of suicide [27], 
as well as depression. 

Research on topics related to depression has been carried out by 
different areas such as psychology, medicine, linguistics, etc. All of them 
have tried to identify causes, symptoms and, of course, how to correctly 
diagnose a patient having depression. In such a way, user-generated 
content in social media has become an interesting subject of study of 
depression-related topics [28,29]. 

It has been proven that social media data capture aspects related to 
the mental and emotional condition of people [30]. Therefore, data 
coming from different social media platforms such as Twitter 
[18,31–34], Facebook [35,36], Reddit [6,37], and LiveJournal [38] have 
been used for investigating depression in user-generated content. 

According to [39], Twitter posts can be considered as a trustworthy 
source for analyzing depressive content. They identified that users tend 
to share information about their depression in a broad sense, including 
depressive feelings, treatment, and so on. In [33], the authors compare 
depressed against non-depressed Twitter users in terms of several as
pects. Depressed users show lower social activity, tend to use more 
negative expressions, and reflect more medical concerns and religious 
thoughts. Nadeem et al. [30] retrieved all the messages posted on 
Twitter during a year by users who manifested having been diagnosed 
with depression. They experimented with bag-of-words together with 
standard classifiers. A set of Twitter data retrieved from a mental health 
campaign in Canada1 was used by [40]. The authors experimented with 
n-grams, lexicon-based features as well as with the frequency of personal 
pronouns. 

Deep learning based methods have also been applied for depression 
detection. In [18], the authors experimented with Convolutional Neural 
Networks and Recurrent Neural Networks obtaining competitive results 
on the detection of Twitter users with depression. Written texts 
reflecting potential clues of depression are more likely to be very sub
jective. Therefore, some authors have decided to take advantage of af
fective content for identifying depressed users. In [34], the authors 
exploited sentiment analysis in order to determine the polarity of 
Twitter posts. They found that longer emotional tweets are posted by 
users with depression. The role of emotions in depression-content posts 
has also been used for identifying depression on Twitter [31] and on 
Reddit posts [6]. More recently, a one-class classification approach for 
dealing with depression detection on Reddit was proposed by [41]. 
Some other researches have considered the contacts' network structure 
in order to analyze the presence of depression [42,43]. In [33], the 
authors developed a Twitter dataset composed by posts shared by users 
diagnosed with clinical depression. They experimented with a proba
bilistic model considering a wide range of features such as emotional 
expression, linguistic style, and social network properties. 

2.1. Shared tasks on depression detection 

Interest on investigating mental health issues from the perspective of 
Natural Language Processing has led into the organization of shared 
tasks dedicated to promote the research on these topics. In the frame
work of the 2015 Computational Linguistics and Clinical Psychology 
(CLPsych),2 it was organized the CLPsych-2015 shared task [32]. Its aim 
was to identify users having depression from Twitter data. Participating 
systems addressed this task by applying topic models, bag-of-words, 
rule-based approaches, character language models, among others. 

Being able to detect depression involves an additional challenge, it is 
needed to identify any clue of this mental illness as soon as possible in 
order to avoid non-desirable further consequences. Therefore, it is 
crucial to consider such a challenging task as an early risk detection 

1 The hashtag #BellLetsTalk was used for collecting such data.  
2 http://clpsych.org/ 
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(henceforth ERD) problem. Research on ERD related issues attempts to 
develop systems taking care of the time as a fundamental factor for 
solving such tasks [37]. The first dataset comprising a set of chrono
logical social media posts regarding depressive and non-depressive users 
was developed by Losada et al. [37]. Those data serve not only for 
researching differences on the use of the language among depressed and 
non-depressed users, but also for studying the evolution of language of 
depressed users. 

In 2017, the first shared task on early risk detection of depression 
(eRisk) was organized [7]. The aim of the task was to identify early 
traces of depression by considering a given sequence of writings in 
chronological order. In this sense, the Early Risk Detection Error (ERDE) 
measure was proposed3 for considering simultaneously the accuracy of 
the classifiers and the delay in making a prediction. Participating sys
tems at the shared task addressed the challenge by taking advantage of 
bag-of-words, n-grams, lexicon-based features, Latent and Concise Se
mantic Analysis, as well as, standard classifiers and neural networks, 
among others. The second edition of the eRisk task was organized in 
2018 [8]. Approaches exploiting different machine learning algorithms, 
as well as Convolutional Neural Networks, bag-of-words representa
tions, word embeddings, and domain-specific vocabularies were pro
posed for dealing with depression detection. In the last two editions 
[44,45], a new task aimed at calculating the level of severity of 
depression of a given user was organized. 

3. Relevance of the personal statements for depression detection 

From both psychological and computational linguistics perspectives, 
it has been established that the words we use reveal who we are, our 
thoughts, feelings, ideology, behaviors, and even our personality 
[12,46]. In this regard, the personal pronouns have been characterized 
as discriminative markers of personal traits [47]. Based on these find
ings, previous works have shown that phrases with first-person pro
nouns contain terms particularly useful to predict user traits such as 
gender and age [21,22]. Following these ideas, in this paper we hy
pothesize that in personal statements depressed users expose terms 
related to their symptoms, medications, fears, etc. Hence, terms from 
personal statements could be very helpful to detect signs of depression. 
To illustrate this assumption some examples of personal statements are 
shown in Table 1. In these phrases, the users pointed out personal ex
periences sharing clues that suggest a depressive status such as medi
cations related to treatment of depression (e.g., cymbalta) or feelings (e. 
g., anxiety, awful, anger, hopelessness, etc.). 

Naturally, users categorized as non-depressed also employ personal 
statements in the information they share, but their content is most of the 
time not related to depression. Besides, people can also use personal 
statements for sharing other experiences, where depressed behaviour is 
not evident. Beyond these difficulties, our hypothesis indicates that 

clues of depression are highly concentrated in personal statements. 
Attempting to validate it, we carried out the following first exploratory 
experiment to assess the value of personal statements. 

3.1. Assessing the value of personal statements for depression detection 

Traditionally, the task of detecting social media users suffering from 
depression has been faced as a binary text classification problem; its goal 
is to assign predefined classes (depressed and non-depressed) to a given set 
of users, each one represented by a single document that comprises all 
his/her writings. Considering this framework, we were interested in 
assessing the relevance of personal statements for this task, comparing 
the detection performance when using only this type phrases for training 
the classifiers against the performance achieved when considering the 
rest of the documents' information. For doing so, we first divided the 
phrases from each document into five subsets associated to different 
personal pronouns families: I, you, he/she, we, and they.4 Then, we per
formed the classification of depressed and non-depressed users consid
ering each of these groups to train some traditional classifiers. 

3.1.1. Settings 

3.1.1.1. Datasets. For experimental purposes, we took advantage of the 
corpora used in the eRisk shared tasks of the 2017 and 2018 editions 
[7,8]. Both collections contain writings from English-speaking users of 
reddit.com.5 Particularly, the training set from the 2018 edition corre
sponds to the union of the training and testing partitions of the 2017 
edition. Some statistics of these datasets are described in Table 2. In both 
collections, there are two categories of users: depressed and non- 
depressed. Users considered as depressed are those that explicitly 
expressed that they were diagnosed with depression. Also, Table 2 shows 
one of the main challenges of these corpora, a high imbalance towards 
the non-depressed class. 

3.1.1.2. Filtering process. We split each document into phrases, and then 
divided them into groups according to the aforementioned pronouns 
families. For example, the set of personal statements is formed by the 
phrases containing pronouns from the I-family: I, me, mine, my, myself, 
Im.6 Similarly we created the sets of phrases corresponding to the You-, 
He/She-, We- and They-families. Therefore, for each user, we kept only 
those phrases containing the selected personal pronoun family, reducing 
the amount of data per user employed to train the classifiers. Hence
forth, we refer to these sets of phrases as filtered subcorpora. 

3.1.1.3. Classification process. We perform a binary classification task 
(depressed vs. non-depressed; classes commonly also known as positive 
and negative, respectively) by considering for each user only the infor
mation filtered out according to a given pronoun family at time. In this 

Table 1 
Examples of personal statements corresponding to users diagnosed with 
depression from collections of the eRisk shared tasksa.  

- I practice relaxation techniques which slightly calm my fears but my depression is so hard 
to overcome... 

- I was prescribed with duloxetine and bupropion... 
- Very often, I feel a mixture of happiness, depression and fury. I really need to someone to 

share my feelings... 
- I feel so bad every time i do something wrong... 
- Last week I was crying a lot. Sometimes, I feel good but my eyes are full of tears. I just want 

to stay all day in my bed...  

a We slightly modified the original phrases to protect the privacy of the users. 

Table 2 
Distribution of the train and test partitions of eRisk 2017 and 2018 datasets. 
Statistics represent the number of documents (i.e., users) in train and test par
titions, respectively.  

Class 2017 2018 

Train Test Train Test 

depressed  83  52  135  79 
non-depressed  403  349  752  741 
Total  486  401  887  820  

3 Further details on ERDE are described on Section 5.2.1 

4 It is important to mention that the pronoun it was not considered because it 
refers to objects.  

5 https://www.reddit.com/  
6 This string is frequently used in documents from social media 
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experiment, a Bag of Words (BoW) with the traditional TF term 
weighting (normalized frequency) was used. Lexical unigrams repre
senting content and style features were considered including: content 
words, slang words, punctuation marks and, out-of-dictionary terms 
such as emoticons. These features were extracted from the top 10,000 
frequent terms in each collection. For the classification phase, a Support 
Vector Machine (SVM) with L2 normalization was used by means of the 
LinearSVC implementation of Python Sklearn with a grid search strategy 
(ranging from 0.125 to 16) for the parameter C optimizing the accuracy. 
We decided using a SVM classifier motivated by its results in the eRisk 
shared tasks, where it has achieved the best outcomes among the 
traditional classifiers, and comparable results against approaches based 
on deep learning techniques. Indeed, several participants have argued 
that the small size of the available datasets may be the reason for the 
SVM's competitiveness with respect to deep learning techniques. 

Similar to most of the work in the state-of-the-art, we used F1 of the 
depressed class as the main evaluation measure, which remarks the 
importance in the positive class. 

3.1.2. Results of the analysis 
The results obtained with the application of the described method

ology in both collections are shown in Fig. 1. Having in mind our goal of 
assessing the usefulness of the personal statements to depression 
detection, we compare the obtained results with each filtered sub
corpora against the use of the whole information (represented as “All” in 
the figure). In each subfigure, the bar columns represent the F1 values of 
the positive class (Y-axis in the left) and the black dots show the per
centage of phrases in the corresponding filtered subcorpora (Y-axis in 
the right). The variation of results according to the used pronoun-family 
suggests that the information expressed or shared by people depends on 
the interaction with the others (i.e., depends on who we are talking 
about). Interestingly, the performance achieved by the subset of per
sonal statements (phrases corresponding to the I-family (pink bar) is 
very similar to the one obtained by the use of all information in the texts 
(blue bar). It is worth noting that the results obtained with the filtered 
data, in all cases, correspond to less than 20% of the information in the 
original corpus. Although moderate results were obtained using the 
subcorpora related to the second-person pronoun (you), the value of the 
phrases with the singular first-person pronoun (I) is very remarkable. In 
contrast, results in the negative class show that the non-depressed 
people use the personal pronouns in a similar way without peculiar
ities in their use for distinguishing this group of people. Therefore, these 
results support our hypothesis that personal statements contain special 
information revealing potential clues of depression. Additionally, these 
results confirm the findings of our previous works about the relevance of 
personal statements to characterize the author of a given text. 

It is natural to wonder whether or not the phrases without personal 
pronouns are important for the task at hand. In this regard, in [21] was 
concluded that these kinds of phrases can also contain important in
formation, although in a less grade than personal statements. Hence, a 
subsequent idea is to use all information, personal and non-personal but 
emphasizing the personal one [22] by suitable schemes for this purpose 
(refer to Section 4). 

3.1.3. Why are the personal statements helpful for depression detection? 
The previous experiment showed that personal statements capture 

different concepts depending on the family of pronouns used in the 
filtering process. Therefore, it is to be expected that the most relevant 
information for depression detection varies according to the pronoun 
used. In this section, we deepen the analysis showing the more relevant 
terms from each filtered subcorpus. Particularly, information gain was 
calculated on each subcorpus. Table 3 shows the top 40 words with the 

highest information gain for detecting depression in each subcorpus in 
the eRisk 2018 collection.7 

There is a very noticeable difference in the type of terms in each row. 
The lists of words related to the I and you pronoun families belong to a 
vocabulary strongly associated with the depression domain, whereas the 
words related to the presence of the rest of the pronouns mostly express 
information of salient news topics at the time of the dataset creation, for 
example in the political domain:Obama, government, country, Russia, 
among others. These results suggest that phrases with plural first-person 
pronouns are not relevant for the task. On the other hand, this analysis 
confirms that phrases with singular first-person pronouns are relevant for 
depression detection. Interestingly, phrases with the second person pro
nouns also expose differences between depressed and non-depressed 
people. This means that personal statements with the pronouns I and 
you are indeed relevant for detecting depression. 

3.2. Second-person narratives: a voice for expressing depression 

It was to be expected that self-references involve clues for depression 
detection; however, in the previous section the phrases with second 
person pronouns stood out for their contribution to the task at hand. We 
deepen on this finding to understand the role of this type of sentences for 
detecting depression. Table 4 shows some examples of phrases filtered 
by using the second person pronoun. We observed that these phrases 
correspond to what is known as second-person narration [48], a common 
way to connect with the reader by a narrative in the second person. 
Second-person narration is commonly used to do narratives about 
depression as portraying the disease [49]. Narrators frequently use it in 
order to help the reader to understand the feelings associated with 
depression. This suggests that words in phrases belonging to the you 
pronoun family can also concentrate a special value for depression 
detection. Therefore, special attention should be placed to phrases with I 
and you family pronouns, hereinafter referred to as personal statements. 
Particularly, we take advantage of this type of phrases by emphasizing 
its value by means of an adaptation of the DPP-EXPEI approach [22]. 

4. Adapting DPP-EXPEI to the depression detection task 

The DPP-EXPEI approach is aimed to emphasize the value of terms 
located in personal statements. It was introduced in a previous work for 
the author profiling task achieving remarkable results [22]. Technically, 
it is based on a supervised classification framework using a standard 
BoW representation. In line with the ideas supporting this approach and 
considering its simplicity as well as its good performance, we propose an 
adaption, referenced as DPPfd-EXPEI, to face the depression detection 
task in social media. 

The approach is based on a measure called Personal Expression In
tensity (hereafter denoted as PEI), which is aimed to quantify how much 
each term is revealing personal information about the profile of an 
author or social media user. PEI assumes that the more frequent is a term 
in the personal statements of a document, and the less frequent in its 
non-personal statements, the more revealing is the term about the pro
file of the document's author. Formally, the function PEI for a term ti in a 
document dj is defined in the Eq. (1) estimating in a single value the 
combination (balance) of the two measures (personal precision and per
sonal coverage, ρ and τ, respectively) that analyze the occurrences of the 
terms in personal statements: 

PEI
(
ti, dj

)
= 2

ρ
(
ti, dj

)
⋅τ
(
ti, dj

)

ρ
(
ti, dj

)
+ τ
(
ti, dj

) (1)  

where ρ(ti,dj) estimates the concentration of personal information 

7 We showed results only in eRisk 2018 collection because it has the largest 
size. Moreover, this includes data of the 2017 collection. 
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revealed by the term ti, that is, the percentage of personal statements in 
the subset of phrases containing the term ti, and τ(ti,dj) indicates the 
portion of the personal statements from document dj covered by term ti; 
in other words, the probability of occurrence of the term ti in the subset 
of personal statements from dj. Therefore, the values of PEI are ranged in 

an [0,1] interval. 
The proposed approach takes advantage of PEI by means of two 

processes implicated in the building of the text representation: a feature 
selection method and a term weighting scheme. The adaption regards to 
the original DPP-EXPEI is mainly focused in the first process. 

4.1. Feature selection using DPPfd 

The goal of feature selection is to detect the subset of most relevant 
terms for a given classification task. We believe that suitable feature 
selection methods should be applied according to the characteristics of 
the task at hand. Specifically, the depression detection task has been 
broadly tackled as a binary classification problem with an emphasis on 
the depressed category as the class of interest. Moreover, the task 
generally presents a high imbalanced degree towards the non-depressed 
class. In this regard, we designed the DPPfd measure (Discriminative 
Personal Purity for Depression) as a feature selection technique charac
terized for giving preference to the terms commonly used by depressed 
users in their personal statements. Formally, the DPPfd function for a 
term ti is described in Eq. (2): 

DPPfd(ti) = max
|C|

k=1
{PPk(ti) }⋅wdif (ti) (2) 

It consists of two components: a descriptive factor called personal 
purity (PP) that captures how a term describes the personal information 
from the documents of a category ck, and a discriminative component 
referenced as weighted difference (wdif) that estimates how a term is 
distributed among the documents of the categories (in this case 
depressed and non-depressed). In the following paragraphs, we 
described these two components. 

4.1.1. Personal purity 
Based on the idea that writings with personal information better 

describe their authors, this factor estimates the capability of a term to 
describe personal information of authors (users) belonging to a category 
ck as follows: 

PPk(ti) = log2

(

2+
1
2
∑

dj∈ck

PEI
(
ti, dj

)
+ 1

NEI
(
ti, dj

)
+ 1

)

(3)  

where the function NEI (Non-personal Expression Intensity) is an analo
gous concept to PEI, but it transfers the focus to the occurrences of a 
term ti in the set of phrases without first-person pronouns in a document 
dj. 

4.1.2. Weighted difference 
This factor is a modification of the original DPP-EXPEI approach 

Fig. 1. Results of the positive class using different filtered subcorpora. Bar columns represent the F1 values (primary axis) of the positive class. The black dots show 
the percentage of personal statements (secondary axis) in the subcorpora. Similar results are obtained when all the information is used than when the filtered 
subcorpora related to I pronoun were employed, however, the latter have much less information. 

Table 3 
The top 40 more discriminative words for each filtered subcorpus from the eRisk 
2018 collection. The terms were selected by means of information gain for the 
depression detection problem.  

Pronoun 
family 

Words 

I depression, feel, depressed, medication, diagnosed, suicidal, anxiety, 
therapist, life, feeling, meds, therapy, really, depressive, boyfriend, 
person, feelings, alone, family, relationship, suicide, cope, friends, 
disorder, trying, talk, anxious, mental, helped, want, things, parents, 
nervous, exhausted, anymore, help, bed, hard, relationships, 
emotionally. 

You depression, talk, feel, thank, help, medication, feeling, happy, things, 
makeup, relationship, country, market, alone, meds, experiences, 
attracted, suicidal, car, disorder, watch, positive, really, depressed, 
friends, com, attractive, content, family, feelings, google, political, 
coffee, sex, advice, therapist, policy, boyfriend, girlfriend. 

He/She michael, wants, campaign, george, created, market, law, obama, shows, 
state, prison, bill, public, clinton, interview, american, written, election, 
wrote, republican, former, adorable, specifically, federal, sanders, party, 
president, innocent, political, york, relationship, career, behind, private, 
interesting, til, candidate, gun. 

We things, sex, news, field, tax, relationship, quickly, government, 
depression, cut, security, reality, state, president, new, obama, politics, 
europe, together, communicate, system, land, military, using, used, 
mental, federal, states, disagree, country, russia, power, information, 
free, org, says, talked, police, citizens, program. 

They depression, public, people, states, government, companies, scientists, 
com, bill, based, american, former, country, costs, money, police, https, 
report, power, america, system, failed, greater, calls, new, security, 
court, admit, gorgeous, types, big, state, private, opportunity, president, 
across, claim, vote, lost, economic.  

Table 4 
Examples of personal statements using the second-person narration from the 
collections of eRisk shared tasksa.  

- think that you are not alone, there are many others in the same situation 
- you cannot get out of bed, breathe, stop crying... 
- it does not matter your background and behaviour, there is always someone who will hate 

you. 
- you are so disillusioned with your life and with yourself that you have created someone who 

does not exist 
- when you have feelings of hurting yourself, it's best to talk to someone you trust  

a We slightly modified the original phrases to protect the privacy of the users. 
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where the Gini factor was used instead. As it was mentioned before, we 
propose to emphasize the value of terms belonging to the depressed 
category. For achieving it, we designed a biased difference of the dis
tribution of terms in the two categories, depressed and non-depressed. 
This difference is showed in Eq. (4): 

wdi f (ti) = Fd(ti)
1/m

− Fn(ti), (4)  

where Fd(ti) and Fn(ti) represent the relative frequency (ranging from 0 to 
1 values) of the number of documents containing the term ti in the 
depressed and non-depressed categories, respectively. In the equation, 
the most important component is the 1/m exponent.8 It allows assigning 
more importance to terms belonging to instances of the depressed 
category, and, therefore, to face the class imbalance problem. 

In essence, the adaption DPPfd allows selecting terms strongly related 
to personal information from depressed users. Hence, the terms selected 
by DPPfd could be considered as a kind of lexicon related to depression. 

4.2. Term weighting using EXPEI 

When a BoW approach is used, it is necessary to use a term weighting 
schema to associate a weight wij to each term ti at each document dj. 
EXPEI (EXponential rewarding of PErsonal Information) is a term weight
ing schema that proposes to give an exponential reward to the weight of 
those terms that tend to occur more frequently in personal statements. 
EXPEI is based on the normalized frequency, but it rewards the occur
rence of the terms in personal statements by means of their PEI value and 
compensates low frequencies by means of the exponent 1/m. Eq. (5) 
shows the EXPEI term weight. Further information can be found in [22]. 

wij =
(

F
(
ti, dj

)1/m
)1− PEI(ti ,dj)

(5)  

5. Results and discussion 

This section presents the results of DPPfd-EXPEI on the depression 
detection task. It is organized in three main subsections. The experiment 
in Section 5.1 evaluates the relevance of the approach to this task when 
it is used to emphasize the phrases containing I and you personal pro
nouns. The second experiment, at Section 5.2, aims to assess the appli
cability of DPPfd-EXPEI in an early detection scenario. Finally, Section 
5.3 presents an error analysis of the obtained results. 

In the following experiments, we used the same experimental 
configuration as described in Section 3.1.1. However, in this case, we 
selected the most relevant terms by means of DPPfd, then, using these 
terms, we built a standard BoW representation considering the EXPEI 
term weighting scheme. 

5.1. Experiment 1: Emphasizing personal information with DPPfd-EXPEI 

As previously mentioned, DPPfd-EXPEI allows selecting and weight
ing terms according to their ability to capture personal statements from 
the authors. Thus, the purpose of this experiment is to evaluate the 
relevance of the DPPfd-EXPEI approach for detecting social media users 
suffering from depression. As part of this evaluation, we compared the 
performance obtained by DPPfd-EXPEI and the traditional Information 
Gain-Term Frequency (IG-TF) approach. It is known that attributes with 
negative Information Gain (IG) do not help to the classification. 
Considering this aspect, we tried to carry out a fair assessment using the 
same number of attributes in each representation. This number was 
estimated by the number of attributes with positive IG: 1000 and 1500 
attributes for the eRisk 2017 and 2018 collections, respectively. Fig. 2 
shows the obtained results. We noted that i) the proposed adaptation 

DPPfd-EXPEI obtained better results than the original approach DPP- 
EXPEI, suggesting that the strategy followed by DPPfd succeeds in 
capturing terms strongly related to the depression domain; ii) DPPfd- 
EXPEI considerably outperformed the traditional IG-TF approach, con
firming the relevance and usefulness of personal statements for the task 
in hand, and suggesting that the terms in personal statements are 
valuable even when they are not very frequent in a global way. 

To deeply understand the performance of the proposed approach, we 
compared the relevant attributes extracted by DPPfd and IG. Fig. 3 shows 
the results of this comparison. In the figure, the red color and vertical 
orientation represent the words identified as relevant attributes for both 
IG and DPPfd schemes. On the other hand, the green color and horizontal 
orientation show the words distinguished by only DPPfd. The scheme 
DPPfd captures the relevance of words by their context and not by their 
frequency. It is worth noting that, words relevant only to DPPfd are 
highly and intuitively related to the depression domain, for example: 
suicide, scared, upset, nervous, crying, uncomfortable, asleep, and mental. 
Although the DPPfd focuses on the discriminative terms of the positive 
class, it is possible that some terms associated with the negative class 
rank in the top positions. For example, the next words are probably 
closely related to negative class: happiness and birthday. This makes 
evident that DPPfd enriches the selection of terms since it captures terms 
maybe that are no globally frequent, but relevant in personal contexts. 
Therefore, this shows that depressed users manifest significant signs of 
depression in personal statements which are not detected by schemes 
based on the global frequency such as IG. 

5.2. Experiment 2: Early depression detection using DPPfd-EXPEI 

The purpose of early detection is to identify users with depression as 
soon as possible, that is, to generate an alert on their mental health 
status considering as few information as possible. This section presents 
the evaluation of DPPfd-EXPEI under this scenario considering the 
evaluation framework used at the 2017 and 2018 eRisk shared tasks. In 
the following subsections, we describe the eRisk evaluation framework, 
the way we configured and tuned our approach for emitting early de
cisions, and the performance of DPPfd-EXPEI in comparison to state-of- 
the-art results. 

5.2.1. Evaluation framework of the 2017 and 2018 eRisk shared tasks 
The early detection challenge in the eRisk forum consists on pro

cessing chronologically writings of users and detecting signs of depres
sion as soon as possible. To simulate an early detection scenario, the 
sequence of users' writings in the test partitions (described in Section 
3.1.1) were divided into 10 sequential chunks. The first chunk contains 
the oldest 10% of the messages, the second chunk contains the second 
oldest 10%, and so forth. 

The task was organized into training and test stages. In the training 
stage the whole documents from the set of training users was released. 
Whereas, in the test stage, the 10 sequential releases of data (chunks) 
from the test users were provided. After the release of each data chunk, 
and before the next release, the systems must emit a decision about each 
user. Two choices are possible: to emit a decision (depressed or non- 
depressed) or to make no decision, which means waiting for more 
chunks. Once a decision is emitted for a user, it is immutable in later 
chunks. For evaluating the participating methods, two aspects are 
considered: i) the correctness of the output, and ii) the delay to emit a 
decision, based on the number of chunks needed to emit the decision. 
The first aspect is evaluated by means of the F1 measure over the positive 
class. The second aspect is considered by a new measure, ERDEo (Early 
Risk Detection Error), which penalizes decisions after reading o writings 
(i.e., posts), and rewards early alerts. This measure was introduced in 
[37], where they proposed to use the average ERDE5 and ERDE50 as 
performance scores for this task. 

8 Experimentally, several values for m were evaluated (e.g., 2, 3, 4, and 5) 
finding that m = 2 (square root) is suitable for the purpose. 
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5.2.2. Tuning the approach for early decisions 
This section shows the tuning of the approach for early detection. 

Two aspects were considered, the number of features (terms) used in the 
representation and the criteria for emitting early decisions. 

5.2.2.1. Size of the representation. To determine an adequate number of 
features for early detection, we evaluated the detection performance 
considering the top n most relevant terms as selected by DPPfd, with n =
1000,2000,…4000. Results are presented in Fig. 4. Fig. 4(a) shows that 

for the eRisk 2017 collection, the proposed approach takes advantage of 
1000 terms in most chunks, whereas, in the eRisk 2018 collection, the 
use of 3000 terms is predominantly better than the other configurations. 
These results indicate that the size of representation (number of terms) is 
related to the number of instances of the training set, i.e., the larger the 
number of users, the larger the number of depression-related terms that 
DPP could find. 

5.2.2.2. Criterion for producing early decisions. As previously explained, 
under the early detection scenario, classifiers must be able to decide 
whether to produce an alert (classify a user as depressive) or wait to read 
a next chunk of information. To achieve this behaviour in our approach, 
we considered the following decision heuristic: if after reading n chunks 
of information our approach classifies a user as depressive, then his/her 
post history is checked for the presence of some keywords corresponding 
to the depression domain, in the case it contains three or more of them, 
then the decision is confirmed and an alert is generated, otherwise the 
decision is omitted and postponed until the reading of the next chunk. 

For the experiments, we built the domain-specific vocabulary using 
the 50-top terms selected by DPPfd. It comprises the set of words that 
reveal the most quantity of personal information from the depressed 
users of the training sets. Table 5 shows some words included in such 
vocabulary (listed in alphabetical order); as it can be noticed, most of 
these terms are highly associated with the depression domain. 

Fig. 2. Results (F1 values of the depressed class) of the DPPfd-EXPEI approach in depression detection on the eRisk 2017 and 2018 collections. A comparison was 
realized against both the original DPP-EXPEI and the traditional IG-TF approaches. We evaluated on both corpora using all writings of users in the test partition. 

Fig. 3. Top-50 terms selected by DPPfd in the eRisk 2018 corpus. The vertical 
orientation and the red color represent words selected by both IG and DPPfd. 
The horizontal orientation and the green color indicate the words disregarded 
by IG but relevant for DPPfd. (For interpretation of the references to color in this 
figure legend, the reader is referred to the web version of this article.) 

Fig. 4. F1 values of the depressed class obtained by tuning the proposed approach using different numbers of attributes (1000, 2000, 3000, and 4000) on the test 
datasets according the chunks released chronologically in both competitions. 
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5.2.3. Results of the approach in early depression detection 
The goal of this experiment was to evaluate the proposed approach in 

the early detection scenario, and to compare it against state-of-the-art 
results in both shared tasks, eRisk 2017 and 2018. 

Fig. 5 shows the distribution of the official results in the shared tasks 
according to the F1 metric. In the figure, the red cross indicates the re
sults of the proposed approach. From this figure, it is possible to observe 
competitive results with respect to participating teams. It should be 
noted that the DPPfd-EXPEI approach significantly outperforms the 
winner from the eRisk 2017 shared task. In the eRisk 2018 dataset, the 
performance was slightly lower than the winner; this result would place 
our approach in the second position. Coincidentally, in the 2017 and 
2018 editions of eRisk, the best F1 score was achieved by the same team 
[9,50]. They proposed a robust system based on a broad set of features, 
ranging from hand-crafted features (for example, specific terms related 
to antidepressants) to automatically learned features extracted by some 
NNs, in particular some LSTMs arrangements. 

In contrast to the winner approach, ours is very simple and intuitive. 
It is based on a BOW representation, which uses terms associated to the 
personal communications of depressed users as features. Furthermore, it 
offers the possibility to interpret the results by tracking the reasons of 
the classifier decisions. For example, the words that are more relevant 
(personal and related to depression) in a given post could be identified. 
For instance, in the sentences in Fig. 6, which correspond to a specific 
test user, we depict the estimated relevance of the words according to 
their EXPEI values (the greatest the intensity, the greatest their rele
vance). It is possible to observe that these words (such as anger, anxiety, 

diagnosed broke, crying, mood, anger, among others) are highly associated 
to the depression-sickness. 

From a different perspective, Fig. 7 shows the distribution of the 
official results according to the ERDE measure. ERDE is an error mea
sure, meaning that the lower the error, the better the performance of the 
system. Although the proposed approach did not improve the best re
sults in both collections, it obtained results very close to the winners. 
Similar to the general result trend, the approach performed better in 
ERDE50 than in ERDE5. This suggests that the approach requires a 
minimum quantity of information to be able to emit a positive decision. 

Specifically, based on ERDE50 the approach would rank in third place 
in both 2017 and 2018 collections. According to ERDE5, the approach 
would rank in the fifth place in 2017 and the fourteenth place (with only 
six teams above) in 2018. Although we achieved our worst result with 
ERDE5, it is not a bad result since it is the average performance of all the 
participants (it is almost in the limit of quartile one). These results show 
the pertinence of the DPPfd-EXPEI approach for early detection. 

5.3. Results' analysis 

5.3.1. Assessing the robustness of DPPfd-EXPEI 
In order to evaluate the robustness of the DPPfd-EXPEI approach, we 

carried out some additional experiments using various classification 
algorithms in addition to the SVM. In these experiments we also 
considered the IG-TF baseline approach. In particular, we used the 
following classifiers: k-Nearest Neighbors (denoted as kNN with k = 3, 5, 
and 7), Random Forest (RF), and Naïve Bayes (NB). In all cases we 
employed their Sklearn implementations and considered the original 
distributions of the collections, as introduced in Section. 

Table 6 shows the obtained results for the eRisk 2017 and 2018 data 
sets. With three of the four classifiers used, DPPfd-EXPEI performed 
better than IG-TF, confirming its suitability for the task at hand. In both 
collections, the best performance measured over the depressed category 
was obtained with the SVM classifier in combination with DPPfd-EXPEI. 
On the contrary, in both collections, and with both approaches, the 
worst results were obtained with Random Forest, showing that it does 
not correctly handle very dispersed data, as is the case of social media 
texts related to depression. 

5.3.2. A closer look at the SVM results 
This section presents a detailed analysis of the results achieved by the 

SVM classifier. Table 7 shows the precision (P), recall (R), and F1 scores 
for the DPPfd-EXPEI and IG-TF approaches. It also includes the confusion 
matrix for each data set. 

From Table 7 a clear pattern emerged, the proposed DPPfd-EXPEI 
approach is more strict to emit a positive decision than the traditional 
IG-TF method, thus showing a trend for lower recall levels but higher 
precision rates. This can be clearly noticed in the two confusion matrices 
when comparing the number of false positives and false negatives of 
both approaches. The difference in false positives is very noticeable, 
ours has only 15 and 40 for the 2017 and 2018 collections respectively, 
while IG-TF has 41 and 58. On the other hand, for what it concerns to 
false negatives, the rates between both methods and collections are more 
similar; our approach has 19 and 27, while IG-TF has 18 and 31. 

5.3.3. A qualitative analysis of the classification errors 
To deeply understand the results of the proposed approach, we 

conducted a qualitative analysis of the false positives and negatives re
ported in the previous section. 

Among the main causes of false positive failures we found the 
following:  

- Users talking about other people's depression. There are several users 
sharing the experiences of a family member suffering from 
depression. 

Table 5 
Keywords of the depression domain used in the criterion of early alerts.  

anxiety, asleep, attractive, birthday, boyfriend, cry, crying, dating, depressed, depression, 
diagnosed, disorder, emotional, emotionally, feeling, feelings, happiness, healthy, helped, 
helpful, lately, lonely, medication, meds, mental, mood, nervous, panic, personality, 
relate, relationship, relationships, scared, sleeping, suicidal, suicide, talked, therapist, 
therapy, uncomfortable, upset, woke,...  

Fig. 5. Distribution of F1 results (of the depressed class) in eRisk 2017 and 
eRisk 2018 shared tasks. The red crosses represent the results obtained by the 
DPPfd-EXPEI approach using the same methodology and datasets. (For inter
pretation of the references to color in this figure legend, the reader is referred to 
the web version of this article.) 
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- Users writing about other diseases with similar clinical conditions. 
Some users describe symptoms very similar to depression but that 
correspond to other kinds of mental disorders such as schizophrenia, 
bipolar disorder, among others.  

- Users commenting on the topic but not suffering from depression. We 
read many documents presumably written by psychologists or stu
dents researching or explaining about this disorder. 

All previous cases share a common explanation, the content of these 
documents has a large intersection with the vocabulary associated with 
the depression disorder. This situation highlights a problem of our 
approach, that it is based on a BoW representation, and, consequently, it 
does not allow us to distinguish among different usage contexts. How
ever, we consider that the approach works fine and it could be very 
useful in real scenarios, since these three cases could be in fact 

considered as alerts. 
Regarding false negative failures, an opposite, general and common 

cause was observed: most of the documents show little intersection with 
the vocabulary associated with the depression domain. For example, 
several depressed users mentioned signs of their depression in a very few 
personal statements, but, in the general, they shared content about very 
diverse topics. Perhaps, this behaviour indicates a single episode of 

Fig. 6. Example of the relevance for the words in a given sentence according to the EXPEI term weighting scheme. The intensity of the red color is related to EXPEI 
values in a range [0-1]. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Fig. 7. Distribution of results according to ERDE values in eRisk 2017 and 2018 shared tasks. The red crosses indicate the values obtained by the proposed approach 
(DPPfd-EXPEI). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Table 6 
F-score rates over the positive class using different classification algorithms, 
when DPPfd-EXPEI and IG-TF are used for building the text representations.  

Dataset Approach 3NN 5NN 7NN RF NB SVM 

eRisk 2017 DPPfd-EXPEI  0.53  0.49  0.53  0.19  0.54  0.66 
IG-TF  0.43  0.41  0.36  0.31  0.12  0.54 

eRisk 2018 DPPfd-EXPEI  0.50  0.52  0.49  0.25  0.52  0.61 
IG-TF  0.34  0.37  0.40  0.34  0.26  0.52  

Table 7 
Results obtained with the SVM. On the left, the Precision, Recall, and F1 scores 
for the two collections. On the right, the confusion matrices for both experi
ments, where rows represent the real classes and columns the predicted ones. 
The depressed and non-depressed classes are denoted as dep and non-dep, 
respectively.  

Dataset Method Class Metrics Confusion Matrix 

P R F dep non-dep 

eRisk 
2017 

DPPfd-EXPEI dep  0.69  0.63  0.66  33  19 
non-dep  0.95  0.96  0.95  15  334 

IG-TF dep  0.45  0.65  0.54  34  18 
non-dep  0.94  0.88  0.91  41  308 

eRisk 
2018 

DPPfd-EXPEI dep  0.57  0.66  0.61  52  27 
non-dep  0.96  0.95  0.95  40  701 

IG-TF dep  0.45  0.61  0.52  48  31 
non-dep  0.96  0.92  0.94  58  683  
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depression, and suggests that the individual has overcome the illness. 

6. Conclusions and future work 

This paper explored the relevance of personal statements in depres
sion detection using texts from social media. Our work was inspired in 
two ideas from a psychological perspective: i) there is a relationship 
between the language use and the mental state, and ii) there is a link of 
self-focus with depression. Particularly, we hypothesized that people 
talking about themselves tend to expose valuable information that can 
reveal their mental state, especially, traces of a depressive disorder. To 
assess this idea, we proposed and evaluated the DPPfd-EXPEI approach, 
which emphasizes the value of the personal information in the repre
sentation construction. Our results showed that: i) phrases with pro
nouns from the I and you families represent an important source of 
discriminative traces of depression; ii) the use of methods that empha
size this type of information enhance the detection task; and iii) the 
DPPfd-EXPEI approach is simple but effective for early depression 
detection, and at the same time it is more transparent (with interpretable 
results) than state-of-the-art approaches. Particularly, DPPfd-EXPEI al
lows us to capture relevant clues for depression detection in self- 
references, where people tend to reflect their interests, opinions, and 
problems. Then, throughout the new term weighting approach it is 
possible to pay particular attention on words related to the depression 
domain (like suicide, scared, nervous, etc.) which could be easily 
interpreted by mental health specialists in contrast to the more abstract 
representations used by other current detection approaches. 

As future work, we are interested in confirming the obtained results 
using other datasets, not only in English but also in other languages. 
Also, we would like to analyze the impact of the datasets' sizes and class 
imbalance in the performance of our approach. Besides, we are planning 
to explore the evolution of the words' relevance according to their 
weights in each data chunk in early contexts. The obtained results 
encourage us to explore new distributed representations for better tak
ing advantage of personal information. Furthermore, we are interested 
in adapting machine learning algorithms (even deep learning architec
tures) to emphasize this type of information in the classification phase. 
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