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• From the investigations and the preliminary performance evaluations, we show the diversity characteristics of cloud storage systems from the cost and
performance aspects.

• A deduplication-assisted cloud storage system is proposed to improve the storage efficiency and network bandwidth.
• Exploiting the data reference characteristics to place data blocks among multiple cloud storage providers.
• The availability of cloud storage system is improved by incorporating both the replication and erasure code schemes.
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a b s t r a c t

With the increasing popularity and rapid development of the cloud storage technology, more and more
users are beginning to upload their data to the cloud storage platform. However, solely depending on
a particular cloud storage provider has a number of potentially serious problems, such as vendor lock-
in, availability and security. To address these problems, we propose a Deduplication-Assisted primary
storage system in Cloud-of-Clouds (short for DAC) in this paper. DAC eliminates the redundant data
blocks in the cloud computing environment and distributes the data among multiple independent cloud
storage providers by exploiting the data reference characteristics. In DAC, the data blocks are stored in
multiple cloud storage providers by combing the replication and erasure code schemes. To better utilize
the advantages of both replication and erasure code schemes and exploit the reference characteristics
in data deduplication, the high referenced data blocks are stored with the replication scheme while the
other data blocks are storedwith the erasure code scheme. The experiments conducted on our lightweight
prototype implementation show that DAC improves the performance and cost efficiency significantly,
compared with the existing schemes.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

With the increasing popularity and cost-effectiveness of
cloud storage systems, many companies and organizations have
migrated or plan to migrate data from their private data centers
to the cloud. However, solely depending on a particular cloud
storage provider has a number of potentially serious problems.
First, it can cause the so-called vendor lock-in problem for the
customers [1,2], which results in prohibitively high cost for clients
to switch from one provider to another. Second, it can cause
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service disruptions, which in turn will lead to SLA violation, due
to cloud outages, resulting in penalties, monetary or other forms,
for the service providers. Examples include a series of high-profile
cloud outages in the year of 2013 for cloud providers, such as
Amazon,Microsoft and Google [3], from a 5-min failure that costed
half a million dollars to a week-long disruption that costed an
immeasurable amount of brand damage. From January to March
2014, DropBox has experienced twice service outages [3]. More
seriously, Nirvanix filed for Chapter 11 bankruptcy protection on
October 1, 2013 [4]. The company gave customers two weeks’
notice to retrieve their data. Some users had petabytes of data
with single copy stored in Nirvanix. Third, solely depending on
a particular cloud storage provider can also result in possible
increased service costs and data security issues, such as the data
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leakage problem [5]. Therefore, using multiple independent cloud
providers, called Cloud-of-Clouds, is an effective way to provide
better availability for the cloud storage systems.

In a Cloud-of-Clouds storage system, the data redundancy
is introduced to judiciously distribute the data among the
clouds. Thus, the redundant data distribution scheme is critically
important for the storage availability, performance, cost and space
efficiency. Several systems have been proposed for Cloud-of-
Clouds. RACS [1] uses the erasure coding to mitigate the vendor
lock-in problem encountered by a user when switching the cloud
vendors. It transparently stripes the data across multiple cloud
storage providers with RAID-like techniques. HAIL [6] provides
integrity and availability guarantees for the stored data. It allows
a set of servers prove to a client that a stored file is intact and
retrievable by the approaches adopted from the cryptographic and
distributed-systems communities. NCCloud [7] achieves the cost-
effective repair for a permanent single-cloud provider failure to
improve the availability of cloud storage services. It is built based
on network-coding-based storage schemes called regenerating
codes with an emphasis on the storage repair, excluding the failed
cloud in repair.

The above three systems are all based on the erasure code or
the network code. In contrast, DuraCloud [8] utilizes replication to
copy the user content to several different cloud storage providers
to provide better availability. Moreover, it ensures that all copies
of the user content remain synchronized. However, users should
pay more money for the additional storage space and bandwidth
required by DuraCloud. DEPSKY [2] improves the availability and
confidentiality of the commercial storage cloud services by build-
ing a Cloud-of-Clouds on top of a set of storage clouds, combin-
ing the Byzantine quorum system protocol, cryptographic secret
sharing, replication and the diversity of different cloud providers.
Different from these approaches, HyRD [9] integrates both repli-
cation and erasure code to the Cloud-of-Clouds. It takes the work-
load characteristics and the diversity of cloud storage providers,
specially the file sizes, into the design of the redundant data dis-
tribution strategy so that the advantages of both the replication
and erasure code can be exploited while their disadvantages can
be hidden. As a result, both the performance and storage efficiency
are improved with the availability guarantee. However, the redun-
dant data blocks over the network are not eliminated.

On the other hand, previous studies on the workload char-
acteristics have shown that the data redundancy is moderate to
high in the cloud storage environments [10–12]. These studies
have shown that by applying the data deduplication technology
to large-scale data sets, an average space saving of 30%, with up
to 90% in VM and 70% in HPC storage systems, can be achieved.
The recent studies, such as RACS [1], DuraCloud [8], DepSky [2],
NCCloud [7] and HyRD [9], indicate that the replication-based
schemes are performance-friendly to the hot data blocks while
the erasure-code-based schemes are cost-efficient to the cold data
blocks [9,13]. It suggests that a sensible data distribution scheme in
the Cloud-of-Clouds should dynamically utilize the replication and
erasure codes based on the hotness characteristics of data blocks.
To address the important storage availability issue in the Cloud-
of-Clouds, we propose a deduplication-assisted data reduction and
data distribution approach, called DAC, by exploiting the data re-
dundancy characteristics of applications. DAC utilizes the replica-
tion scheme to store the data blockswith high reference count, and
utilizes the erasure codes to store the other data blocks onmultiple
cloud storage providers. By exploiting the data redundancy charac-
teristics and the diversity of cloud providers, both the advantages
of erasure codes and replication are exploited and their disadvan-
tages are alleviated. The extensive trace-driven experiments con-
ducted on our lightweight prototype implementation of DAC show
that DAC significantly outperforms RACS, DuraCloud and HyRD in

the I/O performancemeasure of average response times.Moreover,
our evaluation and analysis results also show that DAC achieves
significant cost and space efficiency.

The rest of this paper is organized as follows. The background
and motivation are presented in Section 2. We describe the DAC
architecture and design in Section 3. The performance evaluation
is presented in Section 4. We present the related work in Section 5
and conclude this paper in Section 6.

2. Background and motivation

In this section, we present some important observations drawn
from previous and our analysis of the vendor lock-in problem
of cloud storage, the diversity characteristics of cloud storage
providers, and the data redundancy in primary storage systems to
motivate the DAC study.

2.1. The vendor lock-in problem

The services provided by the cloud storage are diverse [1,18].
The cloud storage providers offer different pricing and different
performance characteristics, including extra features such as
geographic data distribution, access through mountable file
systems and specific APIs. Changes in these features, or the
emergence of new providers with more powerful and attractive
characteristics, might compel some users to switch from one
provider to another. However, moving from one provider to
another one may be very expensive because the switching cost
is proportional to the amount of data that has been stored in
the original provider [1]. The more data has been stored in the
original provider, the higher switching cost will be paid to the data
migration. It puts the users at a disadvantage, that is, when the
cloud storage provider that has stored the user’s data raises the
prices or negotiates a new contract less favorable to the user, the
user has no choice but to accept because of the high switching cost,
which is called vendor lock-in problem [1,2].

Besides the possible increased prices or pressed unfavorable
new contract, the vendor lock-in can also lead to possible data
loss or unavailability for users if their cloud storage provider
goes out of business or suffers a service outage. Despite of the
strict Service-Level Agreements (SLAs) between the cloud provider
and the user, the service failures and outage occur and are
almost unavoidable [9,19]. The cloud outages in 2013, although
infrequent, showed that the service unavailability may last up to
several hours and even several days [3]. A study conducted by
the ESG (Enterprise Strategy Group) research shown that about
58% of professionals in SMBs (Small and Medium Businesses) can
tolerate nomore than four hours of downtime before experiencing
significant adverse effect [20,21]. More seriously, EMC’s Disaster
Recovery Survey in 2013 [22] observed that the average cost per
hour of downtime is much higher than ever before and 54% of
users suffered from lost data or service downtime, which further
stresses the importance of the service/data availability in cloud
storage systems.

To address the vendor lock-in problem induced by a single
individual cloud provider, a Cloud-of-Clouds solution is proposed
in the literatures [1,2,7,8]. It redundantly distributes the data
across multiple providers by means of the data redundancy
schemes, such as replication and erasure codes. As a result, users
can maintain their mobility while insuring against the outages of a
single individual cloud provider.
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Table 1
Monthly price plans (in US dollars) for Amazon S3, Windows Azure Storage, Aliyun Open Storage Service and Rackspace Cloud Files, as of September, 10th 2014 in the China
region.

Operations and vendors Amazon S3 [14] Windows Azure [15] Aliyun [16] RackSpace [17]

Storage (per GB/month) $0.033 $0.157 $0.029 $0.13
Data in (per GB) Free Free Free Free
Data out to internet (per GB) $0.201 Free $0.123 Free
Put, copy, post, and list (per 10k transactions) $0.047 Free $0.0016 Free
Get and others (per 10k transactions) $0.0037 Free $0.0016 Free

(a) Read latency. (b) Write latency.

Fig. 1. Read/write latency as a function of the file size for single-cloud storage providers.

2.2. Diversity of cloud storage providers

The services provided by different cloud storage providers
are diverse [1,18]. The cloud storage providers offer different
prices and different performance characteristics. Table 1 shows
the monthly price plans for four major providers as of September
10th 2014. For the four cloud providers, we use the prices from
the first chargeable usage tier in the China region (i.e., storage
usage within 1 TB/month in Amazon S3; the volume of the data
transferred out ranges between 1 GB/month and 10 TB/month).
From Table 1, we can see that the charged costs of the four cloud
storage providers are different in the aspects of storage, data
in/out and the metadata operations. Moreover, we also conducted
the performance evaluations on these cloud storage providers, as
shown in Fig. 1. We can see that there is a huge variance among
the performance and the cost of the different cloud providers. It
implies an important advantage of the Cloud-of-Clouds that is we
can exploit the workload characteristics and the diversity of cloud
storage providers to distribute data among multiple cloud storage
providers.

In general, two common redundant data distribution methods,
i.e., replication-based and erasure-code-based schemes, are used
in Cloud-of-Clouds to leverage the diversity characteristics of
cloud storage providers. Replication provides better performance
while erasure codes provide better storage efficiency. However,
replication imposes extremely high bandwidth and storage
overhead, while erasure codes can provide the robustness
and expected high access performance in the Cloud-of-Clouds
particularly for large files. It therefore hints at the possibility of a
certain combination of the two schemes, which tries to retain their
respective advantages and hide their disadvantages to provide the
most appropriate redundant data distribution scheme in Cloud-of-
Clouds [9].

2.3. Data redundancy in primary storage systems

Previous studies have found that the data redundancy is
moderate to high in the cloud storage environments [10–12]. Our
analysis on the primary workloads shows that the I/O redundancy
ismore than 50% on average as illustrated in Fig. 2 on theWeb-Vm,
Homes andMail traces that are collected fromFlorida International
University (FIU traces [23]). From Fig. 2, we can also find that I/O

Fig. 2. I/O redundancy vs. capacity redundancy for the three applications (Web-vm,
Homes and Mail).

redundancy is noticeably higher than the capacity redundancy.
I/O redundancy in this context means that data blocks accessed
by different write requests on the critical I/O path contain the
same content. Differently, the capacity redundancy is analyzed
from the static data stored on the storage devices [11,24,25].
For the redundant write data, only the write data addressed to
different locations may contribute to the capacity savings. Fig. 2
shows the percentages of the write data that is addressed to
the same locations and to the different locations with the same
content. The latter indicates the data redundancy targeted by the
capacity-oriented deduplication schemes, while the combination
of the former and the latter signifies the I/O redundancy. It is clear
that the I/O redundancy is noticeably higher than the capacity
redundancy, by an average of 21.9% for the three traces, due
to the additional repeated accesses to the same locations on
the storage devices as a result of the temporal locality of user
requests. This new finding implies that the on-line deduplication
is much more effective in reducing the I/O traffic than the off-line
deduplication [25] for primary storage workloads.

In the data deduplication systems, the effects of the loss of a
chunk can bemeasured by the number of files that are inaccessible
as a result of this loss. Accordingly, we measure the importance of
a chunk by counting the number of files that depend on the chunk
(i.e., the reference count). Fig. 3 shows an example of the refer-
ence count in the data deduplication systems. The reference char-
acteristics has high locality in primary storage systems [26–28].
For example, previous study on the 113 VMs from 32 VMware ESX
hosts reveals that a high degree of similarity among the VM disk
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Fig. 3. The data reference characteristics in the data deduplication system.

images results in more than 80% of reduction in the storage space.
Moreover, about 6% of the unique data chunks are referencedmore
than 10 times and some data chunks are referenced over 100,000
times at the 4 kB block size [27]. Our analysis of the Mail work-
load indicates that the unique data chunks referenced more than
5 times amount to about 4.5% of all data chunks but the accesses
on these unique data chunks account for over 42.2% of the total ac-
cesses [28]. These unique data chunks with higher reference count
are likely to be accessed much more frequently, because they are
shared by many files or data blocks. Moreover, the access latency
of these unique data chunks with high reference count affects the
system performance directly.

The availability of the cloud storage services becomes increas-
ingly important in face of the vendor lock-in problem associated
with a single cloud storage provider. Cloud-of-Clouds is a feasi-
ble solution to address the problem. However, how to distribute
the data blocks across multiple cloud storage providers is non-
trivial due to the diversity of different cloud storage providers.
Replication-based and erasure-code-based schemes have their
own advantages and disadvantages. Moreover, knowing and uti-
lizing the workload characteristics is important for the storage
system design. Previous studies have shown that the data redun-
dancy does exist in the primary storage systems in the cloud.
They also found that the data redundancy has high access local-
ity that is shown as the reference count characteristics. Thus, the
data blocks with high reference count should be stored with a
replication-based scheme and other data blocks should be stored
with an erasure-code-based scheme for the performance and cost
efficiency considerations. These important observations, combined
with the urgent need to address the availability problem of cloud
storage systems, motivate us to propose DAC.

3. The design of DAC

In this section, we first outline the main design objectives of
DAC. Thenwe present the DAC architecture overview, some design
considerations and the prototype implementation.

3.1. The design objectives of DAC

The design of DAC aims to achieve the following three
objectives.

• Improving the availability of the cloud storage systems—By re-
dundantly distributing the user data in a Cloud-of-Clouds, the
vendor lock-in problem is solved. With the data redundancy
schemes of replication and erasure codes, the service unavail-
ability problemcaused by the outage of a single individual cloud
storage provider is avoided.

• Reducing the access latency of the user request—By using the data
deduplication to reduce the redundant data over the network,
the utilization of the network bandwidth has been improved.
Moreover, by exploiting the data reference characteristics to
replicate data blocks with high reference count, the access
latency is reduced significantly.

Fig. 4. System architecture of DAC.

• Improving the cost efficiency—SinceDACuses the data deduplica-
tion to eliminate the redundant data blocks, the overall storage
efficiency is improved. Moreover, by reducing the data blocks
transferred over the network, the access cost is also reduced in
the cloud storage systems.

3.2. DAC architecture overview

Fig. 4 shows a system architecture overview of our proposed
DAC in a Cloud-of-Clouds. Since more cloud storage services are
provided by commercial cloud providers, the providers are not
allowed to execute users’ codes on the cloud storage side. As shown
in Fig. 4, DAC resides on the client side and interacts with the cloud
storages via their standard interfaces without any modifications.
Thus, DAC can be easily applied to any cloud storage providers to
use their cloud storage services.

DAC has four main functional modules: Data Deduplication,
Data Distribution, Performance Evaluation and Cost Evaluation.
The Data Deduplication module is responsible for dividing the
incoming data into multiple data blocks and calculating their
hash values (SHA1 or MD5) to eliminate the redundant data
blocks. Moreover, the reference values of the data blocks are also
updated. Based on the reference values of the data blocks, the Data
Distribution module decides which redundancy scheme should be
used for the incoming data, and distributes the data blocks to the
corresponding cloud storage providers. The Performance Evaluation
and the Cost Evaluation modules are responsible for evaluating
the cloud storage services from the perspectives of performance
and cost. The performance characteristics are mainly described in
terms of the access latency while the cost characteristics of the
cloud storage providers are summarized in Table 1 in Section 2.
These evaluation results will enable the Data Distribution module
to select the appropriate cloud storage providers.

3.3. Data deduplication

The data deduplication process is intended to be transparent
to the upper layer users and applications. By definition, the data
deduplication in the primary storage systems is designed for opti-
mal performance rather than possible low cost in the secondary
storage systems [12]. The design criteria for the deduplication-
based primary storage systems is to improve the performance, thus
leading to the careful system design considerations to alleviate any
operations that can negatively impact the performance.

The data deduplication in DAC includes four steps: data
splitting, hash computing, index querying and index updating,
as shown in Fig. 5. DAC uses the fixed-sized chunking algorithm
to split the data to reduce the computing overhead. Though the
variable-sized chunking can exploit much more data redundancy
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Fig. 5. The workflow of the data deduplication in DAC.

than the fixed-sized chunking, the extra computing overhead of
the former is also more significant than the latter. The previous
studies also suggest that fixed-size chunking method is suitable
to provide a better trade-off between performance and data
redundancy in primary storage systems [10,28,26,12]. DAC also
uses the SHA1-based or MD5-based hash computing algorithms
that are already embedded as an independent module in the
Operating Systems because it locates in the client side. Moreover,
since the whole data is small for each Client, the hash index is
stored in the memory for fast querying and updating. In order
to prevent data loss caused by the power failure, the metadata
and newly updated index are stored on persisted storage devices,
such as HDDs and SSDs. During the index updating process, the
reference count of the data chunk is also updated. Overall, DAC
takes the performance as the prior design principle in the data
deduplication process.

3.4. Data distribution

Our previous study has shown that the hybrid data placement
is better than the pure replication-based or erasure-code-based
schemes [9]. Thus, the key idea of DAC is exploiting the reference
characteristics to choose either the replication-based scheme or
erasure-code-based scheme to distribute the data among multiple
cloud storage providers. In deduplication-based storage systems,
the data blockswith high reference values are critical to the system
performance. The reason is that these data blocks are referenced by
many files, which indicatesmuch higher probability to be accessed
frequently. DAC uses the replication-based scheme to store these
data blocks to exploit the access frequency, as shown in Fig. 6.
For the other data blocks that occupy a disproportionally large
storage capacity, DAC uses the erasure-code-based scheme to store
them. Initially, all the data blocks are written with the erasure-
code-based scheme. Along with the written data increased, the
reference count values of the data blocks are also changed. Upon
the reference count of a data block reaches the preset reference
threshold, the data block will be replicated. However, how to
determine the reference threshold is nontrivial as it sensitively
depends on the applications. We have conducted the sensitivity
experiments to investigate the reference threshold, as shown in
Section 4. The reference threshold is determined and set when the
system is build.

Data distribution method determines the recovery process.
DAC utilizes hybrid data distribution methods. Thus, the recovery
workflow in DAC should follow the data layout schemes. However,
an outage of the cloud storage service is different from a disk
failure in a disk array [29,30]. The former results in a period of time
during which the cloud storage service is unavailable. The period
may be hours and up to days. However, most outages will return
to the normal state eventually. Thus, the recovery in case of the
service outage in DAC includes two phrases: (1) the reconstruction
on-demand during the unavailable period and (2) the consistency
update upon the service’s return to the normal state.

Fig. 6. Data distribution based on the reference characteristics.

3.5. Data consistency

The data consistency in DACmeans that (1) the write data must
be reliably stored in the cloud storage providers, (2) the index data
and metadata must be reliably stored in the persisted storage, and
(3) the user read requests must fetch the integrated data.

First, the write data must be reliably stored in the cloud storage
providers. Since DAC uses either replication or erasure codes to
distribute the data blocks, eachwrite requestwill producemultiple
write operations which involve multiple cloud storage providers.
DAC makes sure that all the data blocks and the corresponding
parity blocks are completely written in the cloud storage providers
when performing a write request. Until all the write operations
to the cloud storage providers are completed, the write request is
completed. Otherwise, the uncompleted write operations will be
re-performed.

Second, to prevent the loss of the index data andmetadata in the
event of a power supply failure or a system crash, DAC stores them
in the persisted storage devices, such as HDDs and SSDs. Since the
size of the hash index is generally small, it will not incur significant
hardware cost. Moreover, in order to improve the deduplication
performance, DAC stores the whole hash index in the memory for
fast querying. Only the newly updated hash index will be flushed
to the persisted storage devices periodically.

Third, since the whole data for a read request may be stored on
multiple cloud storage providers or different locations within an
individual cloud storageprovider, each read request is first checked
in the metadata to determine whether it should be serviced by the
former or the latter to keep the fetched data always integrated.
After all the data blocks are fetched, the requested data will be
reconstructed and returned to the upper layer.
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Table 2
The characteristics of the three traces.

Traces Write ratio I/Os Average request size

Mail 78.5% 328,145 40.8 kB
Homes 80.5% 64,819 13.1 kB
Web-vm 69.8% 154,105 14.8 kB

4. Performance evaluation

In this section, we first describe the prototype implementation
of our proposed DAC scheme and the experimental setup. Then we
evaluate the performance of DAC through extensive trace-driven
experiments.

4.1. Prototype implementation

The DAC scheme is embedded in our previous HyRD proto-
type [9] as an independent module on the client side. In the ex-
periments, the fix-size chunking method is used in DAC scheme.
To interact with multiple cloud storage providers, we have imple-
mented a middleware of general cloud storage API, short for GCS-
API. The GCS-API middleware hides the complexity of the cloud
storage providers at the system level. Moreover, with such mid-
dleware, it is easy to add new cloud storage providers to the DAC
system.

Currently, each cloud storage service is modeled as a passive
storage functional entity that supports five functions: List (lists
the files of a container in the cloud), Get (reads a file), Create
(creates a container), Put (writes or modifies a file in a container)
and Remove (deletes a file). By passive storage functional entity,
we mean that no operations other than what is needed to support
the aforementioned five functions are executed. To easily use the
various cloud storage services, DACuses the REpresentational State
Transfer APIs (short for RESTful APIs) to perform the operations.
The RESTful APIs are application program interfaces (APIs) that
use the HTTP requests to perform the above five functions and
explicitly take the advantage of the HTTP methodologies that are
defined by the RFC 2616 protocol. Besides the above five functions,
the evaluation module in DAC will directly interact with the
individual cloud storage providers to evaluate the corresponding
values.

4.2. Experimental setup

Our experiments are conducted in a desktop PC (i.e., the client)
with an Intel i5-3470 3.2 GHz quad-core processor and 4 GB
of DRAM, and with 1 Gigabit Ethernet connected to the China
Education and Research Network [31]. Currently, our evaluations
use the following four cloud storage providers in their default
configurations: Amazon [14],Windows Azure [15], Aliyun [16] and
RackSpace [17]. Table 1 shows the monthly price plans for the four
providers as of Sep. 10th 2014. For all the cloud providers, we use
the prices from the first chargeable usage tier in the China region.

In the experiments, we used three FIU traces which contain
the hash values for trace-driven evaluations [23]. The three traces
were collected from three production systems, a virtual machine
running two web-servers (web-vm), a file server (homes) and an
email server (mail). They cover a duration of three weeks. We
used the 15th day of the three traces for our evaluations and
the characteristics of the three traces are summarized in Table 2.
Moreover, we compare DAC with three other Cloud-of-Clouds
schemes: RACS [1], DuraCloud [8] and HyRD [9].

Fig. 7. The normalized average response times.

Fig. 8. The normalized total generated I/O requests.

4.3. Performance results and analysis

Fig. 7 shows the normalized average response times for
difference Cloud-of-Clouds schemes driven by the three traces.We
can see that DAC has the lowest average response times than the
other three schemes. Compared with DuraCloud, DAC reduces the
response times by 77.4%, 22.1%, and 37.8% for the Mail, Homes,
and Web-vm traces, respectively. Moreover, we can see that the
performance of the replication-based data layout is better than the
erasure-code-based scheme and the hybrid schemes, such as RACS
andHyRD. The reason is that all the three traces arewrite-intensive
workloads and most requests in them are small. These small write
requests will incur significant write amplification problem in the
RACS and HyRD schemes, thus increasing the response times. For
the Web-vm trace that has large request sizes, we can see that the
HyRD scheme outperforms the DuraCloud and RACS schemes since
it integrates the advantages of both replication and erasure codes.

The reason that DAC reduces the response times is twofold:
(1) The data deduplication can reduce the redundant I/O requests
from the source node. Fig. 8 shows the normalized total I/O
requests that are generated in the Cloud-of-Clouds. The Native
system indicates that its total I/O requests are the trace itself
contains. From Fig. 8, we can see that the DAC scheme only
slightly increases the extra I/O requests, or even fewer I/O requests
in the Mail trace. The reason is that all these three traces
have moderate to high data redundancy. Especially, the mail
trace contains a lot of redundant I/O requests. In contrast, the
replication-based and erasure-code-based schemes will incur the
write amplification problem, thus significantly increasing the total
I/O requests. Obviously, reducing the I/O requests over the network
will directly reduce the average response times. (2) DAC exploits
the reference characteristics to distribute the hot data blocks with
the replication-based scheme, which further reduces the response
times. The DAC scheme ismuchmore simple and effective than the
HyRD scheme.

In order to evaluate the sensitivity of the reference values
to the system performance, we also conduct experiments with
different reference values, as shown in Fig. 9. We can see that, the
lower reference values, the lower response times. The reason is
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Fig. 9. The sensitivity study of the different reference values.

Fig. 10. The normalized total cost for the trace replay.

that with the lower reference value, much more data blocks will
be stored with the replication-based scheme, which will reduce
the response times. However, with a lower reference value, the
storage efficiency will be degraded, thus increasing the storage
cost. The reference count characteristics of the three traces are also
investigated in the previous studies [23,28]. In the DAC design, the
reference threshold value is configurable by the administrators to
make a better design tradeoff between the performance and cost
efficiency.

Fig. 10 shows the normalized total cost for the different Cloud-
of-Clouds schemes based on the Cloud prices that are shown
in Table 1 driven by the three traces for one day. The Native
system shows that the total cost for a single cloud storage provider
(i.e., Aliyun). We can see that the total cost of the single cloud
storage provider is the lowest. The reason is that for a single
cloud storage provider, none extra I/O requests and redundant
data are generated. However, the data availability and security of
a single cloud storage provider is much lower than the Cloud-of-
Clouds schemes. In contrast, the DAC scheme achieves the lowest
total cost among all the Cloud-of-Clouds schemes since it reduces
significant I/O requests and storage capacity. We also see that the
RACS scheme has the highest total cost due to the increased total
generated I/O requests and data redundancy that are shown in
Fig. 8.

5. Related work

As the cloud storage becomes popular and cost efficient, more
and more organizations and individual users have moved or
will move their data to the cloud. Besides the performance and
security, the availability of the cloud storage service is becoming
increasinglymore important for the users. The notion of the Cloud-
of-Clouds is an effective approach to addressing the availability
issue that is caused by the service outages of a single cloud storage
provider.

Several systems are proposed for the Cloud-of-Clouds. RACS [1]
uses the erasure codes to mitigate the vendor lock-in problem en-
countered by a userwhen switching the cloud vendors. It transpar-
ently stripes the data across multiple cloud storage providers with
the RAID-like algorithm used by disks and file systems. HAIL [6]

provides the integrity and availability guarantees for the stored
data. It allows a set of servers to prove to a client that a stored
file is intact and retrievable by the approaches adopted from
the cryptographic and distributed-system communities. D2DRR
(DeDuplication-aware Deficit Round Robin) [33] is proposed to
provide flexible reconfiguration and fast deduplication for Avion-
ics Full DupleX (AFDX) networks. Moreover, it offers the salient
features of simplicity and ease of use by leveraging conventional
DRR with the functionality improvements upon deduplication.
NCCloud [7] achieves the cost-effective repair for a permanent
single-cloud provider failure to improve the availability of the
cloud storage services. It is built on top of the network-coding-
based storage schemes called regenerating codeswith an emphasis
on the storage repair, excluding the failed cloud in repair.

The above systems are all based on the erasure codes or network
codes. In contrast, DuraCloud [8] utilizes the replication to copy
the user content to multiple different cloud storage providers to
provide better availability. Moreover, it ensures that all copies
of the user content remain synchronized. However, users will
pay more money for the additional storage space and bandwidth
required by DuraCloud. DEPSKY [2] improves the availability
and confidentiality of the commercial storage cloud services by
building a Cloud-of-Clouds on top of a set of storage clouds,
combining the Byzantine quorum system protocols, cryptographic
secret sharing, replication and the diversity provided by the use
of several cloud providers. All the data stored in a single cloud
storage provider will be exposed once the provider is maliciously
attacked by the hackers. If the user data can be striped and stored
in multiple cloud storage providers, the data integrity is destroyed
from the viewpoint of a single cloud storage provider. Thus, the
Cloud-of-Cloud diversity ensures confidentiality and integrity of
outsourced data against outsider attacks, as long as a tolerable
number of clouds are uncompromised.

Different from these approaches, the HyRD [9] scheme inte-
grates both the replication and erasure codes into the Cloud-of-
Clouds. It takes the workload characteristics and the diversity of
the cloud storage providers, specially the file sizes, into the design
of the redundant data distribution strategy so that the advantages
of both the replication and erasure codes are exploited while their
disadvantages are alleviated. As a result, the performance, storage
efficiency and availability are improved. However, the transferred
data blocks over the network have not reduced, especially for the
redundant data blocks that are repeated transferred. In contrast,
our proposedDAC integrates the data deduplication technique into
the Cloud-of-Clouds to reduce the number of data blocks and dis-
tribute the data blocks with both replication and erasure codes by
exploiting the data reference characteristics.

Table 3 summarizes the state-of-the-art data distribution
schemes in the Cloud-of-Clouds. In general, replication provides
better performance while erasure codes provide better storage ef-
ficiency. However, the former imposes extremely high bandwidth
and storage overhead while the latter does not provide the robust-
ness and expects high access performance in the Cloud-of-Clouds
particularly for large files. It therefore hints at the possibility of a
certain combination of the two, which tries to retain their respec-
tive advantages and hide their disadvantages to provide the most
appropriate redundant data distribution scheme in the Cloud-of-
Clouds. Moreover, none of the existing Cloud-of-Clouds schemes
incorporates the data deduplication technique to reduce the re-
dundant I/O traffic and improve the overall system availability.

6. Conclusion

Depending on a single cloud storage provider has the inherent
vendor lock-in problem that can potentially cost the user deeply.
In this paper we propose a Deduplication-Assisted primary storage

 

 

 



8 S. Wu et al. / Future Generation Computer Systems ( ) –

Table 3
Comparisons between DAC and the state-of-the-art schemes.

Scheme Distribution Deduplication Performance Cost

RACS [1] Erasure codes No Low for small updates Moderate
DuraCloud [8,32] Replication No Low for requests with large size High
DepSky [2] Replication No Low for requests with large size High
NCCloud [7] Network codes No Low for small updates Moderate
HyRD [9] Replication and erasure code No Moderate Moderate
DAC Replication and erasure code Yes High Low

system in the Cloud-of-Clouds, short for DAC. DAC eliminates the
redundant data blocks in the cloud computing environments and
distributes the data among multiple independent cloud storage
providers by exploiting the data reference characteristics. In DAC,
the data blocks are stored in multiple cloud storage providers
by combing the replication and erasure code schemes. To better
utilize the advantages of both the replication and erasure code
schemes and exploit the reference characteristics in the data
deduplication process, the high referenced data blocks are stored
with the replication scheme and the other data blocks are stored
with the erasure code scheme. The experiments conducted on
our lightweight prototype implementation of DAC show that
DAC improves the performance and cost efficiency significantly
compared with the existing schemes.

DAC is an ongoing research project and we are currently
exploring several directions for the future research. First, we
will incorporate the reliability analysis into the DAC design by
providing multiple replicas (more than two) for the data blocks
with high reference count. Second, we will incorporate the data
encryption into the DAC design to further improve the security of
cloud storage systems. Since deduplication exploits the identical
content and encryption attempts to make all contents appear
random, the same contents encrypted with two different keys
denotes to different ciphertexts [34,35]. It is important to provide
secured data deduplication in cloud storage systems.
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